# Abstract

The OpenFabrics Alliance has been the focal point for an open source project known as the OpenFabrics Interface (OFI) or libfabric. The desire for a new application-centric approach to developing fabric APIs was first expressed at a BoF held during SC13; this tutorial describes the API that the community of OFI developers designed to fulfill the challenges outlined at that BoF. The new library contains a set of fabric APIs that build upon and expand the goals and objectives of the original Verbs API but with a special emphasis on scalability, availability across a range of RDMA-capable networks and on serving HPC applications among others. Under active development by a broad coalition of industry, academic and national labs partners for two years, the new OFI API has matured to a point where it is ready for use by the SC15 community. This tutorial strengthens the engagement with the community of consumers are will benefit most directly from the new API by providing a high-level introduction, a fairly detailed look at the architecture and hands on experience with running simple applications over libfabric.

# Detailed Description

## Tutorial Goals

Under the auspices of the OpenFabrics Alliance, a new open source API known as the OpenFabrics Interface (OFI) is now ready for deployment by the HPC community. The recently released API is designed to meet the desire expressed by the HPC community during a BoF at SC’13 for a fabric API which is much more responsive to the actual needs of applications and middleware consumers. In response, a team consisting of middleware developers, API coders, and fabric vendors was formed to develop this new API. Guided by a concept described as “application-centric I/O”, the API’s fundamental architecture was driven from the outset by a set of requirements contributed by the consumers of network services, such as MPI and SHMEM middleware developers.

The key goal for this tutorial is to introduce this new network API to the HPC community and to those serving the HPC market with advanced networking technology. The second objective is to provide sufficient insight and detail into its technical details to enable an attendee to begin applying the API right away. The third objective is to accelerate the development of new implementations of the API, known as network providers, based on a range of existing network technologies.

## Why the Topic is Relevant to SC15 Attendees

The genesis of this work lies in a BoF held during SC’13 entitled “Discussing an I/O Framework”. The BoF was designed to assist the OpenFabrics Alliance in gauging the level of industry interest in developing an extensible, open source API aligned with application demand for high-performance fabric services. Active participants in the BoF included representatives from the MPI community, major network hardware vendors and key OEMs. The interest level at the BoF was taken by the OFA as a priori evidence of a high level of interest within the HPC community. Since the SC’13 BoF, a group of interested parties from academia, industry and government labs was formed under the auspices of the OpenFabrics Alliance with the express goal of developing and implementing a new API. The new API would be designed specifically to address the requirements of high performance parallel and distributed computing applications and middleware. The objectives would be to enable efficient application operation, scalability and performance and to do so in a way that is not tied to a specific underlying network technology. As expressed during the SC’13 BoF, these are topics of direct relevance to SC’15 attendees.

## Targeted Audience

OFI is designed for consumers of network services who rely on network performance to enable scalability and application performance and efficiency. Hence, the tutorial is targeted at these consumers, notably the MPI community, PGAS language developers and the SHMEM community. Prior to beginning the development of OFI, extensive efforts were made to solicit these communities both to gauge interest and to provide requirements. In particular, input was sought from the national labs (LANL, ORNL, Sandia, LBL, ANL), as well as the MPI community (particularly the MPI Forum). Based on the feedback received during this requirements gathering phase, we believe that all of these consumers will find this tutorial important as they begin deploying the API. As an example, OFI is planned to be deployed as part of Argonne’s Aurora acquisition, resulting from the DOE’s CORAL procurement program. Beyond Aurora, OFI will be available on a variety of systems spawned as a result of the CORAL program. We expect that industries deploying commercial HPC systems such as those based on Aurora, such as the oil and gas industry, will also find this tutorial compelling.

In addition to consumers of the API, we expect to draw attendees from the vendors of networking technology who are engaged in developing the so-called provider software that enables the API to be deployed over various transports. This would include classical Ethernet as well as vendors developing advanced networks based on Ethernet such as RoCEv2.

And finally, the OpenFabrics Alliance has committed to actively marketing this emerging technology in order to ensure that we are successful in reaching these targeted audiences.

## Content Level

Given that the OFI API is new, there isn’t really yet such a person as an intermediate or advanced user. Therefore, although the tutorial will be technical, it is by definition ‘beginner’. Nevertheless, as the tutorial progresses the material will likewise progress in content level. This is important in order to meet the audiences’ need to emerge with a clear understanding of the motivation and architecture for the API as well as hands on exposure to working with it through some simple use cases.

## Audience Prerequisites

The audience is expected to have significant background in either middleware written to an existing network API, or an understanding of sockets and sockets programming, or basic familiarity with RDMA-based networks such as InfiniBand, iWARP or RoCE. Detailed knowledge of programming to the sockets API will be very helpful but is not required.

## General Description of the Tutorial Content

OFI is the result of a new approach to creating a network API which places an emphasis on understanding how middleware and applications typically prefer to access network services. Understanding these usage models was a key to defining the API.

The tutorial begins by describing the insights gained by focusing on middleware consumers of a new API and by describing the resulting motivations for creating a new API. To provide further insight into the design, we also describe the unusual partnership between HPC middleware and application developers, fabric vendors and network experts and describe how this partnership drove the API’s development.

The second section comprises the bulk of the technical material and is devoted to exploring the major features of the API. These features appear as a set of four sets of services; a set of required control services, communication establishment services, completion services and the data transfer service.

Rounding out the students’ understanding of OFI, the third section delves into the object model that forms the basis of the architecture.

The last section of the tutorial is designed to give students enough exposure to an implementation of the API to begin experimenting with it right away. To accomplish this, we use a fully featured sockets provider (implementation) that is included with the API specifically to allow easy experimentation with it using a standard laptop and a straightforward pingpong example.

## Cohesive Content

The OpenFabrics Alliance is chartered to foster an inclusive, open source environment to foster collaboration among representatives of different companies and institutions to develop advanced network technology. Under the auspices of the OFA, the four presenters have been central figures in developing the new API; each has been an active participant in weekly teleconferences and bi-annual face-to-face meetings over the past two years, as well as active contributors to the code currently publicly available via GitHub. Thus the group of presenters begins as a cohesive team. We plan to increase that cohesion by devoting time during the team’s weekly teleconferences to developing and refining this tutorial, ensuring that it represents the work product of the group as a whole.

# Detailed Outline of the Tutorial

• Introducing OFI – Its motivation and the community that created it

o How API design can limit scalability and performance

o Interfaces co-designed with HPC developers and fabric vendors

o Mapping application and middleware usages to API requirements

o Highlight of features integrated into OFI

• Introduction to OFI architecture highlighting 4 main interface sets

o Control Services

• Discovery of available fabric services

• Application desired capabilities versus vendor optimized usage models

o Communication Services

• Connection establishment

• Scalable address resolution interfaces and services

o Completion Services

• Events queues versus completion counters

o Data Transfer Services

• Basic message transfers

• Tag matching interface

• Remote memory access (RMA) transfers

• Atomic operations

• Triggered operations

• OFI object model and relationships

o Basic endpoint usage

o Shared transmit and receive queues

o Scalable endpoints

• Example code walk-through

o Analysis of simple pingpong example using basic message transfers

o Extending example to take advantage of MPI-focused tag matching interface

o Example of scalable, SHMEM-focused RMA operations

# Hands on Exercises

OFI has been implemented over several providers; key among them is a fully featured sockets provider, included primarily for purposes of experimenting with and understanding the API. The sockets provider (implementation) is designed for developmental purposes. During the hands on exercise, students will have an opportunity to explore this provider and through it to gain some insights into the design of the API.

A hands-on exercise will be given in the last 1-2 hours of the tutorial that makes use of a select number of developer focused examples. The hands-on exercise will include:

• Code walk-through of a simple pingpong example, demonstrating how an application bootstraps into the OFI framework.

• Code changes (via a second example) needed to switch from a simple message data transfer interface to an MPI-focused tag matching interface.

• Example code that highlights OFI’s RMA features desired to implement a scalable SHMEM.

OFI and all samples run over both Linux and OS X platforms, including running within virtualized environments.
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Member of the organizing and steering committee for, and session speaker at, the 2013 OpenFabrics Alliance User Day Event, designed to provide interaction among active users of RDMA technology and feedback to developers of the OpenFabrics Software for RDMA.

Invited speaker on RDMA at various conferences, workshops, and organizations.

In conjunction with the OpenFabrics Alliance, Inc., have developed and regularly presented a professional training course entitled “Writing Application Programs for RDMA using OFA Software”.

Member of the OpenFabrics Interfaces Working Group (lists.openfabrics.org/mailman/listinfo/ofiwg), whose charter is to develop, test, and distribute:
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2. Extensible, open source interfaces aligned with ULP and application needs for high-performance fabric services.
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**SUMMARY**

Research scientist with extensive experience designing and implementing network stack compo- nents for High Performance networks for distributed memory computer systems. This includes experience working closely with hardware engineers in defining differentiated hardware features for such networks.
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Los Alamos National Lab 2014 - present

**Research Scientist**

* Technical lead for the Open MPI effort at LANL. Responsibilities include enhancing Open MPI to be effective at scale on the DOE Trinity and Cori Intel KNL-based platforms. As part of this effort, co-leading an open source effort to implement a libfabric provider for the Cray XC interconnect. Additional responsibilities include mentoring student interns, serving as co–release manager for the Open MPI 1.9/2.0 release stream, and giving internal and external presentations about the Lab’s Open MPI and libfabric activities.
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**PATENTS**

* “Extended Fast Memory Access in a Multiprocessor Computer System”, D. Abts, R. Alver- son, E. Froese, H. Pritchard, S. Scott, Patent Application Ser. No. 20100318626.
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