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Fabric Computing That Works 

Three interesting usages 

RDMA over a 40Gb/S WAN 

 

Illustrating three usages 

1. Multiple parallel video streams over long distances 

2. High bandwidth file transfers 

3. Visualize a remote dataset ‘as though it were local’ 



WAN network 

SEA 

SLC 

CHI NYC 

MANLAN at AoA 

BNL 

continental US 

SEATTLE  CHICAGO  SEATTLE - Hairpin turn in Chicago 

 Create a pair of MPLS tunnels between SEA and CHI 

~7000miles 
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server 

Three Demo Workloads 

server 

Large File Transfer  – demonstrate high  bandwidth 
transfers over WAN distances 

-data or image ingest 
-data backup and disaster recovery 
-workload distribution 

Multi-stream Video Wall –  transfer parallel, independent 
streams consuming full wire bandwidth 
 
Remote Visualization – visualize remote data, leaving the 
dataset intact at the remote node 

gateway 

server 
remote 

storage 

local storage 

display 

gateway 



SEA WAN Infrastructure 
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 Local node design 
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Supermicro 2u Twin 

(FusionIO) 

 remote node design 
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 remote visualization demo 

IB QDR  

Object Storage 

Server 

10GbE 

Visualization 

Engine 

network 

IB QDR  

Visualization 

Data set 

Imagine ‘n’ scientists simultaneously accessing 

a single remote data set, as though it were local 



 remote visualization demo 

workstation 

WAN 
1000s 

of miles 

Visualization 

Data set 

Collaboration among users 

- immediate access to shared data 

workstation 

workstation 

workstation 

workstation 

No dataset replication 

Eliminate synchronizations 

No copying of large files 



SSD Block 

Storage 

 Streaming Video Demo 
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Engines 

IB QDR 

Storage Server 

IB QDR 

network 

Objective:  Transport arbitrary network traffic using full bandwidth capacity 



 High bandwidth demo 

Bay IBEx M40 MLNX QDR switch 

Object Storage 
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 object storage 

Bay IBEx M40 MLNX QDR switch 

File Copy 

Application 

network 

Lustre remote fs 

XFW local fs 

Local File 

Storage 

 

File transfer is a bread and butter capability of a WAN. 

Objective: efficient use of wire bandwidth 



Questions? 


